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(o) Hint of the Module

BREAKTHROUGH
made easy by DOE methodology
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foy DOE FOR PRACTITIONERS -
Main Topics
About the Course

Multiple Regression
Screening DOE
Modelling DOE

Overviewing DOE Mixtures
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Jl ABOUT THE
COURSE

Multiple
regression

—Screening DOE

DOE for Practitioners
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{0 Course Layout

ApY
Modelling
\
{ \
Historical data Structured Experiments for
analysis experiments mixtures

Overviewing

Multiple Screening

Modelling

DOE
Mixtures

Recap SLR DOE

Regression DOE
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3-days Workshop to Follow
DOE Course

DOE for
Practitioners
rWorkshop 1:\ rWorkshop 1:\
Screening Mixture
DOE DOE
V\K/?éléser;ﬁg 92: Workshop 2:
DOE 3 level DOE
rWorkshop 3:\ rWorkshop 3:\
Validation Taguchi
test method

\\ J \\ J
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DOE for Practitioners

About the
course

B MULTIPLE
REGRESSION

—Screening DOE



i”?v Hint about the Module...

machines environment materials

®

methods people measurement
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foy Recall Simple Linear

Regression Model

® Simple regression analysis

Simple linear regression is a technique in parametric
statistics that is commonly used for analysing mean

response of a variable Y which changes according to the
magnitude of an intervention variable X.

Y =f(X)=bX +b, <-

-

X —> Y

< X <
A

---------- : Outcome of Regression Analysis
! is a MODEL EXPERESSION

| representing the X~ Y relationship
| I I I I I g

2 8 X
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i”fé Multiple Regression - Heaf

Ireatment Example

@A production engineer has observed that a
number of settings of an induction-heating
process are continually adjusted by the
operators and wishes to understand the
effect this has on variation in case depth

®The settings are:

O Heating time
O Power

o Coll frequency
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{} Visualising the Data - The

Ap

T ot 1ot o Draftsman's Plot

1%

g |2 Scatterplat, .. ]
|_ Matrix Plat... I:
- (% Marginal Plat. .. il
! |:|]];| Histogram. .. b atrix of plots
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i i Al B lot the data first
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P & Probability Plat... z - \' p O e a a ’ l" S
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|oah Bowxplat... Each versuz each =
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& Fie cChart... =l
* wanables:
|#* Time: Seties Plat, .
Help | i | Frequency [KHz]' 'Power (KM 'Timne (5] ﬂ
et L‘ Area Graph. ..
! 1 Contour Plat. . ! . ;I
_ 2 3D Scatterplat... | I
& 30 suface Fiot. . i Scale.. Labels...
t
Select | Drata Wiew. .. Drata Options. ..
Help | ] 4 Cancel
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foy

ApY

Minitab’s Draftsman's Plot

Case Depth (mm)

Matrix Plot of Case Depth ( vs Frequency (K, Power (KV), Time (s)

3 © 2
15+
° ° °
14 -
° ° °
134 ([ ) )
°
° ° o °
> ° o ° . °
® 9 ° ® o
[ [
11+
° °
I I I I I I
10.0 12.5 15.0 0.0 1.5 3.0
Frequency (KHz) Power (KV) Time (s)
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‘e Heat Treatment Study -
Single Variable

Regression Analysis: Case Depth (mm) versus Time (s)

Looking at 'time’,

The regression equation is

Case Depth (mm) = 10.7 + 0.791 Time (=) for example

V4
Predictor Coet SE Coet T P - -
Constant 10. 6833 0.5087 2l.00 0. 000 aS a Slngle pl‘EdlCtOl‘
Time (3) 0.7905 0.2153 3.67 0.004
3 = 0.6987 B-3q = 57.4% B-3gladj) = 53.2%

Analysis of Variance

Jource LF 33 M3 F P
Fegression 1 G.5429 G.5429 13.48 0.004
Fesidual Error 10 4.85389 0.4554

Total 11 11.3969

Tmizual Obzerwvations
Obs Time (3] Case Dep Fit 3E Fit Rezsidual 3t Resid
10 3.24 14,795 13,245 0.306 1.551 2. 48R

F denotez an observation with a large standardized residual
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foy Back to the Fishbone

o e

Erequencyr— depth

methods measurement
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foy

Regression - Using Multi

DOE For Practitioners 2019
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ApY
Variable
Regression Analysis: Case Depth [ versus Time (5], Frequency (K, ...
The regression equation is
Case Depth (mm) = S§.39 4+ 1.16 Time (3] + 0.0016 Frequency [(EH=)
+ 0.2558 Power [(EKEW)
Predictor Coef 3E Coet T
Constant g.3875 0.4139 =20.27 - L
Time (s) 1.15637 0.08566 13.50 DEfln'tely a better
Fredquenc o.ools9 0.0z931 0.0
Power (K 0.28763 0.03539 5.13 mOdeI’
-
3 = 0.225885 -3 = 96.3% E-3giadj) = 94.9%
Ataly=sis of Variance
Jource DF 33 M3 F F
Regre=ssion 3 l0.97%80 F3.6593 &69.90 a.oaoo
Ee=sidual Error g 0.41588 0.0524
Total 11 11.3969
SJource DF Seq 33
Time (3] 1 G. 5429
Fredquenc 1 0.9769
Power (K 1 3.4582
Urm=sual Obserwvations
Obhs= Time =) Ca=ze Dep Fit 3E Fit Fezidual 3t Resid
1 2.00 12.1611 11.57%94 0o.1003 0o.5317 2.83R
E. denotes an obzserwation with a large standardi=ed residual



Residual Plots

Residual Plots for Case Depth (mm)

Normal Probability Plot of the Residuals R?id-ual\Versus the FAtted Values
99 e 0.6 1
. ®
%; ‘ ol Discuss
£ E ;
8 5. 2 o Residual plots
a & °
10+ 00— %% o °
(X J [ ]
1L , , , , 0212, : : : :
-0.50 -0.25 0.00 0.25 0.50 11 12 13 14 15
Residual Fitted Value
Histogram of the Residuals Residuals Versus the Order of the Data
4.8
g 3.61 z
S §=d ]
o 2.4 7 L
: ¢ /\.=~
- 1.21 /_\ 00 x\/\./'—‘\/'
0.0 . . . . . U
-0.2 0.0 0.2 0.4 0.6 1 2 3 4 5 6 7 8 9 10 11 12
Residual Observation Order
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&

Ap

I

igraph  Editor  Tools  Window

;" Scatkerplat...

-

Matrizx Plat, ..

'

=

=" Marginal Plak, ..

[ e )

[ | Bl
=

Histogram...
di Dotplat. .
4 -
ahga Skern-and-Leaf. ..
P & Probability Plat,..

|~ Ernpirical COF. ..

|0gd Boweplat. ..
II_II Inkerval Plat, ..
|_ Individual Yalue Flat. ..

0l Bar Chart...
& Fie Chart...

E Time Series Plot. ..
e [‘ Area Graph... B
! . Conkour Plat, . !

ik 3D Scatterplot...
‘ 30 Surface Plot. ..

Predictor Relationships
- Back to the Matrix Plot

Function

Matrix Plot of Time (s), Frequency (KHz), Power (KV)

IOI.O 12|.5 15|.0
(1] [ ] L] [ )
3.0 1 ° °
[ ) [ )
® . ¢ o oo o
1.54 Time (s) ° o
[ ) [ )
° [ ]
0.0- - - 15.0
° °
¢ ° o 125
. Frequency (KHz) :
° ° ® 1100
° s o °
hd °
91 ° ° ° °
6
¢ ¢ ° Power (KV)
] . .o v, ° Lo °
[J [J
T T T T T T
0.0 1.5 3.0 3 6 9

Relationships between predictors can be
visualised using Minitab’s matrix plots option
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{@é Improving the Model

Regression Analysis: Case Depth (mm) versus Time (s), Power (KV) AS |S ev| d ent h ere
The regression equation is the mOdel Can be

Caze Depth (mm) = S.40 + 1l.16 Time (2] + 0.255 Power (EV)

Predictor Coef 3E Coef T P fu rth er II I Ip roved
Conatant 8.3994 0.zazl 29.78 0.000 .

Time (3] 1.15748 0.07654 15.12 0.000 b t k t

Power (K 0.za830 0.02953 9.76 0.000 y a Ing ou

3 = 0.2157 F-3g = 36.3% R—Sqiad@ frequency aS a
Analysis of Variance predictor as it was

Source DF a4 M F T

Regression 2 10.9780 5. 4890 117.953 0.000 nOt proven
Reszidual Error 9 0.41:=9 0.0465
Total 11 11.3959 7 ader -
ore significant in the
Jource DF SJeq 33 .
Time (=) 1 6.5420 I t dy
Power (K 1 4,.4350 ear Ier S u
Tmmisual Observations
Obs Time (3] Case Dep Fit 3E Fit Fesidual At Resid
1 zZ.0a 12.1611 11.5733 0.0345 n.5a8ls 3.00R

R denotes an obserwvation with a large standardized residual
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{3 Variance Inflation
Factors - Assessing Predictor
S S | Relationships

Basic Statistics MG R R D ) L) g

o Ml Jicd cegrssin.. Use the same procedure for

— o AMOVA b | ] stepuise... 1

1 b/ ___r , regression, but check

: a P;r.‘:.nu':-n-r-‘l 1 - Il i

( comrolchans 1o Variance Inflation Factors’in
e uaity Taok [T R = e B the 'Options’ menu
3 B KV i N T
Reliakility 'Surwvival C4 CZngDéptk)z Predictors: |'Tine (s)'}-'Pover (¥ i . .
Pk ariate _?F-‘.':-gr':-ssjun - Uyriuns ]_
Tirne Series ‘T Weights: | [+ Fit intercept -
Tabl n i
oS _ Display Lack of Fit Tests
Manpar ametrics ¥ Wariance inflation factors [” Pure error
EDi [” Durbin-¥atson statistic [~ Data subsetting
i [~ PRESS and predicted R-square

Power and Sample Size

Graphs...

Select | Results... Prediction intervals for new observations:

|
Help | Confidence level: |‘35

Storage
" Fits " Confidence limits

Select | I~ SEs of fits I~ Prediction limits
Help | OK I Cancel

il

DOE For Practitioners 2019 Slide 19



5@3’% Using VIFs

Regression Analysis: Case Depth (mm) versus Time (5), Power (KVY)

The regression equation is
Caze Depth (mm) = §.40 + 1.16 Time (=] + 0.285 Power [(EV)

Predictor Coef SE Coef T T VIFs close to 1.0
Constant 5.73994 0.2821 29,78  0.000 :

Time (5] 1.15748 0.07654 15.12  0.000 therefore little

Power (K 0. 28530 0.02953 9. 76 0. 000 muIticoIIinearity (<5
& = 0.2157 R-Sq = 96.3% R-Sofadi) = 95.5% IS OK)

Anialwsis of Wariance

Jource DF i Ju ks F P 1 I 11
Fegression 2 10,9780 5.4330 117.93 o.o00o0 P Value IS abOUt the Slgnlflcance
Residual Error 9 0.4189 0.0465 of the total regression

Total 11 11.3989

et 1 ) With no multi-collinearity, partition of
Power (K 1 SS does not depend on order

Tmisual Observations
Obh= Time (=] Caze Dep Fitc SE Fic Fezidual 3t Resid
1 2.00 12,1611 11.5793 0.0945 0.5318 3.00R

F denotez an observation with a large standardized residual
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Ap

oy What High VIFs Shows -

Example: Drug Concentration

Regression Analysis: Drug Concentrati versus Height {m), Mass (Kgs], ...

The regression equation is Although the

Drug Concentration (mog/ml) = 44.3 4+ 0.00010 Height (m)] - 0.199 Maz= (Egs)
+ 5.96 Doze {mg) three
Predictor Coef SE Coef T P VIF predICtors are
Constant 44, 3446 0.0021 21176.55  0.000 found to
Height | 0.000095 0.001459 a.ov 0.949 6.7 : fs)
Mazs (Eg -0. 1985836 0.000051 -3915.584 0.000 6.8 eXp/aIn 100/0
Doze (myg 5.95631 o.00017 34715.51 0.000 1.1 Of the Variation
5 = 0.00063825 @.D% R—Sq(adj]@ n the response
alvsis of Tar: — the effect of
alysis o ariance .
height and
Source DF 55 Ma F P
Regression 3 633,43 211.14 4.533E+4+08 0. 000 mass C:an nOt
Residual Error 8 0.00 0.00 be assigned
Total 11 633,43 unambiguously
Source DF Sedq 33
Height | 1 T P
Mazz (Eg 1 27.80
Doze [(mg 1 Sel.dl
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foy

ApY

Plotting Matrix Plots -

Example: Drug Concentration

Matrix Plot of Height (m), Mass (Kgs), Dose (mg)

70

0

11.0

2.5 1 °
20 o O °
| Height (m) o ° . Relationships
L6 . . between
|, predictors are
te easily
. , Visualised
M K - -
.y’ ass (Kgs) g with a Matrix
’ o ° PIOt
— 7
54 ° ° °
) ¢ *° ¢ °e Dose (mg)
19 T T T ° T T
1.5 2.0 2.5 1 3
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f@} Best Subsets
Regression - Session Window

i MINITAB - EX-23-DRUG CONC.MTYY

J File Edit Data Calc | Stat Graph Editor Tools Window Help outn“t

| @@ | & | 5 B BasicStatistics s QedleamEG . .
J _g 'Z I]}!-I]] [iﬁl | y _ Reqression 4 E Reqression. .. The mOdEI InCOrpOl‘atlng

AMON S 3 Sk i5e... = 5
_ : 2] Stepuse mass and dose is selected
I%gwew Exercise - Drug Cantral Charts b L’-f Fitted Line Plat... 2_ aS the bESt One tO Use
' i
ko
Quality Tocls Rﬁﬂ Partial Leask Squares. .. _1
Reliability fSurvival »
o |£ -
Mulkivariate b LTE . .
4 Best Subsets Regression: Drug Concent versus Height (m), Mass (Kgs), ...
Time Series k| 20
Tables > @
Monparametrics b Feszponse iz Drug Con
ED 3
HMND
Power and Sample Size k & a o
g3 e
h
=S
En
YVars F-5g F-3qiad]l) C-p L a [ s |
N
1 Q2.5 91.7 1E+03 2.1851 X
1 7.0 o.o 1E+09 T.6747 ¥
2 1l00.0 loo.0 2.0 0.0006436 W
2 03.9 03.6 ZE+07 0.59149 " X
3 1l00.0 loo.0 4.0 0.0006825 WK
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{3} (cont) Best Subsets

ApY
Regression - Session Window
25/06,/2003 15:22:36 Outp“t

Regression Analysis: Drug Concentrati versus Mass (Kgs), Dose (mg)

The regression equation is
Drug Concentration (mgsfml) = 44.3 — 0.199 Masz [(Egs) + 5.926 Dose [(md)

Predictor Coef SE Coef T
Constant A4, 3446 0o.0017 o823, 53

Mazs (Eg -0.198883 0.000019 -10736.46
Doze (my 5.95631 0.00015  3861&8.13 The numbers

% = 0.0006436C R-Sg = 100.0% R—Sq{ad@ now look gOOd
- we've got
our model!

Analysis of Variance

Jource LF a5 M3 F P
Regression 2 633,43 3l6.71 7.640E4058 o.oaoo0
Ee=sidual Error 9 o.an o.an

Total 11 633,43

Aource DF Jedq 33

Ma==z (Eg 1 15.67

Do=ze (mg 1 6l7.76
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i”fv Multi-Collinearity & Data
Transformations

Note that in the previous two examples higher ordered terms have not
been considered (initially always use ‘Fitted Line Plots’ to visualise the
form of relationships).

107 Predictor

Shoe Size . correlation

8 - . between linear
and quadratic

terms, however,

103 - i can be observed in

the height versus
shoe size study

Shoe Size Sqd
67 -

I I I I
> AR &t AOD

DOE For Practitioners 2019 Slide 25



foy (cont) Multi-Collinearity &

Data Transformations

Regression Analysis: Height (in) versus Shoe Size, Shoe Size Sqd For this stu dy a|th0ugh
the model may be
The regression equation is=s

Height (in) = 48.9 + 3.28 3hoe 3ize - 0,107 3hoe 3ize 3gd SUffICIent for prediCtion1
the effects of shoe size

Predictor Coef SE Coef T P

Constant 43.886 5.094 9.60  0.011 and (Shoe Size)Z are
Shoe Siz 3.279 1.152 2.84  0.105 .

Shoe Siz -0.10714 0.063589 -1.68  0.236 obviously not easy to
5 = 0.2390 B-3q = 99.4% B-3qiadi) = 95.8% separate - the two

predictors are certainly
strongly related!

Analvysis of WVariance

Source DF 33 Juls F P
Eegression a 15,3557 9.19:249 le0. & 0.006
Fezidual Error 2 0.1143 0.0571

Total q 15,5000

Source DF Seq 33

Shoe 3i= 1 18,2250

shoe Si= 1 0.1c07
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(o)) Reducing Multi-

Collinearity Between

0.632471
Xi
-6.3E-01

1.20006

XiSqd
0.40002

DOE For Practitioners 2019 Slide 27

Predictors

The X data has
now been
transformed to X;
and the squared
term recalculated,
where X; = X-X,,,./S
(for the predictor
column)



iiﬁ?} (cont) Reducing Multi-
Collinearity Between

Regression Analysis: Height (in) versus Xi, XiSqd Predlctors
Note the VIFs have

The regresszion equation is
Height [(in) = 69.7 + 2.13 ¥i - 0.268 Xihgd reduced to 1'0

| (indicating no multi-
Predictor Coef 3E Coef T P YIF - -
Constant 69.7143 0. 1666 418.46  0.000 collinearity) and the
®i 2.1345% 0.1195 17.86 a.0oz 1.0 H = =
WiGgd -0.2678 0.1597 -1.68 0,236 1.0 'nle'duaI effeCtS Of

| the transformed
A= 0,2390 BE-5g = 99.4% B-3giadj) = 98.8% -
variables can be more

Analysis of Variance clearly understood
Aource DF a5 M3 F P
Regreasion 2 18,3857 a,1929 la0. 848 0.006
Bezidual Error 2 0.1143 a.0571
Total 4 1. 5000
Gource DF der B3
®i 1 18,2250
WiGgd 1 0. 1ls07
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f@} Orthogonal Study Design -
Towards DOE

1.75 4
height (m)
1.65 -
204.75
mass (kg)
152.25
156.25 -,
dose (mQ)
118.75
g |10 ° W ° (N
N N ,\‘GD'L ,LQD( ,\:\fb ,\‘66
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DOE for Practitioners

Multiple
regression

B SCREENING
DOE

— Modeling DOE



Hint of the Module...

Filtering out
the less important
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i@? Recap DOE Methodology

® Two stages of design:

L 2

—_— _
— . .
Screening Modeling
ﬁ ] ﬁ ]
. design design
—
— 1
Design matrix Design matrix
e Taguchi e Full Factorial
e Fractional Factorial e CCD

e Box Behnken
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imf’v Objective of Screening
Experiments

@®To screen out the non significant input
variables (to select only the significance

once). / ................
1 XL/ x2
Experimented /¥3
KPIVs' :
) . - - .
{ »} S|?<r;|{\|;:a’nt
_ S
Normally > J : Screening [ .:
5 factors » experiment |........... ..} Non Significant
>  lLesssssssssss > | /_<_f_){y_5_: __________
\ g (epe—— > E ._—)Sﬂ.___. E
i X5
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i”fé Identifying The Key Players

@ In screening experiment we are mainly
iInvestigating the main effects (interaction
between factors Is investigated in Modeling
DOE).

O0 \What are main effects?

& The effect of an input factor is defined as the change in
the output when the input factor changes.
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Strength of Main Effects -
Example 2-1

Example 2-1: Creamer Sugar Y
Run
amount amount (response)
1 Level 1 Level 1 25
2 Level 1 Level 2 35
3 Level 2 Level 1 42
Y increases by
4 Level 2 Level 2 50 [ 16 units }
Creamer effect: When it . _(42+30)-(25+35) _ ¢
moves from Lev 1 to Lev 2 creamer 2
Sugar effect: When it Effoct - 00+35)—(42+25)
Sugar
moves from Lev 1 to Lev 2 2 i
Y increases by
9 units
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(cont) Strength of Main
Effects

Example 2-1:

® The Effect of an input factor is defined as the change in
the Output when the input factor changes.

Y-hat Marginal Means Plot

1 (50+35)/2 = 42.5
45 + ) /

w0l Creamer is more  -——---=-=-=-=za--g-=----

N / steeper (slope) than—= I 9

0 - of Sugar W T

o] - 42+25)/2 = 33.5

) Main effect of ( )/

ol Creamer is bigger

than of Sugar

0

In general, the effect magnitude of each factor is unique
DOE For Practitioners 2019 Slide 36




fif} Application of DOE - Recall

4 Manufacturing — A fixed level of solder materials in a
pot was discovered. It makes other parameters to be
robust.

Design — A special PWB pattern was found to be the
most stable in terms of catching consistent amount of
solder.

= Logistic — A new shipping control had enhanced
shortest delivery time from plant to customers.
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A Scenario

14

A mechanic iIs
Investigating ways to
gain extra mileage in his
driving.
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iij} Components of an
Experiment (any experiments)
® Output variables (Responses)
O Is the response Continuous or Discrete?
® Controllable input variables (Factors)
O Have the variables been selected correctly?

® Noise (Background) variables

O Can the noise be controlled? (or accounted for
If possible).

O In most cases, the variability of these variables
should initially be reduced.
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Planning an Experiment -

Recall

1 | Define the problem and the objective.

2 | Define the Key Output Variables (quantified Y
metrics, verified by GR&R gage).

3 | Set target of Y metrics (centering mean, reduce
variability).

4] Select the Key Input Variables (the fixed &
experimental).

Choose the variable levels (Lo-Hi).

Plan how to control noise impact.

N« O« Ul «

Select the Experimental Design.
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Step 1

1 | Define the problem and the objective.

Objective:-

To get the best oil consumption.

N« O« U1 1«
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Step 2

| 2 | Define the Output variables (quantified Y metrics,
verified by GR&R gage).

3 Output:-

4 _

N [« O [ Ul |«
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Step 3

| 3 | Set target of Y metrics (centering mean, reduce
variability).

4 Target:-

N [ O [ Ul |«
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Step 4

Select the Key Input Variables (the fixed &
experimental).

5

!

6

'

7
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f@} Factors (KPIVs’) Selection

@® Sources for KPIV selection:

Process Map

Cause and Effects Matrix

FMEA

Multi-vari study results

Brainstorming (for a simple processes)
Literature review

Engineering knowledge

Operator experience

Scientific theory

Customer/Supplier input
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Final KPIVs’

®From Engineering knowledge:

KPIV
Engine cc size

Spark plugs type

Petrol brand

> KPIVs’ to be

Tire pressure )
P experimented

Driving speed

Temperature (filling petrol)

~N | O [WIN|F|H

Engine oil level y

Other variables kept fixed
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Step 5

5 Choose the variable levels (Lo-Hi).

v

6

.

/
# | KPIV Lo Hi
1 | Engine cc size 1.3 1.8
2 | Spark plugs type N B
3 | Petrol brand Petron Cell
4 | Tire pressure 15 22
5 | Driving speed 70 130
6 | Temperature (filling petrol) 20°C 25°C
7 | Engine ol level Min Max
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f@* Lo"Hi = Inference Space

@®About inference space

O Area within which you can draw your
conclusions or explore new things
O Two classifications:

1. Narrow inference

2. Broad inference

What happens to the
taste between 1 ~ 2
tp of sugar?

DOE For Practitioners 2019 Slide 48



iijfv Narrow Inference

® Narrow Inference

0 Experiment focused on specific subset of overall
operation.

O Narrow inference studies normally are less affected
by noise variables.

0 Examples: Only same operator, one shift, one
machine, one building, one batch, etc..
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i”f’v Broad Inference

®Broad Inference

O Usually covers entire process (all machines, all
shifts, all operators, etc..).

O More data must be taken over a longer period of
time (to let all changes to occur to check on
robustness).

O Broad inference studies are affected by Noise
variables (most of the times purposely done).
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Step 6

F Plan how to control noise impact
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The IPO Diagram

Same route
Same driver J

Same care l

A. Engine size =P

B. Plugs type =——>

C. Petrol brand = Significant
D. Tire pressure =——> factors
(affecting petrol
E. Speed = consumption)

F. Temperature =—p
G. Engine oil level =——p

All evening driving T ‘[
Fixed petrol station

Always start full tank

DOE For Practitioners 2019 Slide 52



Step 7

7 Select experimental design (design matrix)

/ factors
. Factor A B|C D E|F G
TagUChl |-12 => Row# A B C D E F G
[ 1 | -1-1-1-1-1-1-1
2 1-1-1-1-11 1
3 -1-11 1 1 -1-1
4 11 -11 1 -11
5 11 1 -11 1 -1
12runs< 6 11 1 1 -11 1
7 1 -11 1 -1-1 1
8 1-11-11 1 1
9 1 -1-11 1 1 -1
0 1 1 1 -1 -1 -1 -1
11 1.1 -1 1 -1 1 -1
\' 12 1/1 -1-11 11

DOE For Practitioners 2019 Slide 53



jﬁé Running an Experiment -

Recall

1 | Collect data.

27] Analyze data (ANOVA, regression, etc).

3 | Draw statistical conclusions.

47 Replicate results (confirmation runs = repeat
experiments with selective setting).

51 Draw practical solutions (list down new
Knowledge gained).

6 | Implement solutions.
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Step 1

1| Collect data. 3 Replication

A 4 - -

> Design matrix or ReEEt't'on

/ N

v Factor A/B C D|E|F|G

3 Row# A B C D E | F|G Y1 Y2 Y3 Y bar S
1 -1-1-1-1-1-1-1 #DIV/0! #DIV/0!
2 -1-1-1-1-11 1 #DIV/0! #DIV/0!

A\ 3 -1j-111 1 -1 -1 #DIV/0! #DIV/0!

4 4 -11-11 1/-11 #DIV/0! #DIV/0!
5 -1/11-11 1 -1 #DIV/0! #DIV/0!
6 -1/111-11 1 #DIV/0! #DIV/0!
7 1/-11 1 -1-1/1 #DIV/0! #DIV/0!

v 8 1-1/1/-11 1 1 #DIV/0! #DIV/0!

5 9 1/-1-1/1 1 1 1 #DIV/0! #DIV/0!
10 11/1/-1-1-1-1 #DIV/0! #DIV/O0!
11 1 1/-1/1-11 -1 #DIV/0! #DIV/0!
12 1/1-1-11 -11 #DIV/0! #DIV/0!

A 4

6 Random Order=5,12 ,9,8,3,4,6,7,11,1,2 ,10

DOE For Practitioners 2019 Slide 55



(cont) Step 1

1 | Collect data.

> Design matrix

v Factor A/IB|C D|E F G

3 Row# A B C D E F G Y1 Y2 Y3 Y bar S
1 -1-1-1-1/-1-1-1 8.11 7.86 8.01 7.993333 | 0.125831
2 -1-1-1-1-11 1 8.22 8.15 7.88 8.083333 | 0.179536

= 3 -1-1111-1-1 7.711 7.52 7.56 7.597 0.100732

4 4 -11-111-11 7.98 7.88 7.89 7.916667 | 0.055076
5 111 -11 1 -1 6.95 7.62 7.81 7.46 0.451774
6 111 1/-11 1 7.25 7.53 7.55 7.443333 | 0.16773
7 1-111-1-11 8.23 8.15 8.23 8.203333 | 0.046188

v 8 1-11-1111 8.26 8.19 8.14 8.196667 | 0.060277

5 9 1-1-1111-1 8.23 8.5 8.77 8.5 0.27
10 11 1-1-1-1-1 8.23 8.45 8.4 8.36 0.115326
11 11/-11-11-1 8.15 8.21 8.18 8.18 0.03
12 11-1-11-11 8.18 8.16 8.21 8.183333 | 0.025166

\4

6 Random Order=5,12 ,9,8,3,4,6,7,11,1,2 ,10
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2 | Analyze data (ANOVA, regression, etc)

3 Marginal Means plot

A 4 Y-hat Marginal Means Plot

8.4

8.3

8.2 1

7.9 1

7.8

7.7 1

7.6 1

7.5 1

7.4

Step 2

——A
=
——C
—&-D
—&-E
N
|-G
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cont) Step 2

2 | Analyze data (ANOVA, regression, etc)

3 Regression Analysis

Multiple Regression Analysis

Y-hat Model S-hat Model
[ [
= =
Factor Name | Coeff | P2 Tail) Tol & Factor Name Low High Exper Factor Name @ Coeff @ P(2Tail) Tol <&
Const 8.00975 0.0000 Const 0.13564 0.0167
A A 0.26081 0.0000 1 X A A -1 1 0] A A -0.04448 0.2643 1 X
v B B -0.08586 0.0191 1 X B B -1 1 0] B B 0.00521 0.8866 1 X
C C -0.13303 0.0006 1 X C C -1 1 [0] C C 0.02137 0.5669 1 X
5 D D -0.03636 0.3012 1 X D D -1 1 [0] D D -0.02402 0.5223 1 X
E E -0.03414 0.3311 1 X E E -1 1 0] E E 0.02487 0.5085 1 X
F F -0.03253 0.3541 1 X F F -1 1 [0] F F 0.05758 0.1684 1 X
G G -0.00531 0.8789 1 X G G -1 1 0 G G -0.04664 0.2454 1 X
Rsq 0.7434 Prediction Rsq 0.6605
Adj Rsq 0.6793 AdjRsq | 0.0663
Y
Std Error | 0.2071 Y-hat 8.00975 Std Error | 0.1188
6 F 11.5891 S-hat 0.1356363 F 1.1116
Sig F 0.0000 Sig F 0.4876
99% Prediction Interval
Source SS df MS Source SS df MS
Regression 3.5 7 0.5 Lower Bound 7.602841 Regression 0.1 7 0.0
Error 1.2 28 0.0 Upper Bound 8.416659 Error 0.1 4 0.0
Total 4.7 35 Total 0.2 11
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Step 3

3 | Draw statistical conclusions

4 Marginal Means Plot

Y-hat Marginal Means Plot

—8—B

—4&—C

—-D
L —————————————————— wul i

P
=
’
/
__I___
+

= Change in D, E, F, G does not change Y very _

E Change in A, B, C significantly affects Y
much (insignificant factors)
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cont) Step 3

3 | Draw statistical conclusions

4 Regression Analysis

Y-hat Model 9

Factor Name Coeff P(2 Tail) @ Tol ©

tive

y e e ot P value of < 0.05 signifies the
2 c— s on J o SigNificance of a factor

ph Rsq 0.7434 <4—

6 e oms R squared value of > 0.7 shows the

Std Error | 0.2071 experlment |S a re||ab|e one (predICtable)

sr oo — recall Coefficient of Determination (r2)
Source SS df MS
Regression 3.5 7 0.5
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(cont) Step 3

3 | Draw statistical conclusions

4 Regression Analysis

# Factors A, B, C are significant factors — Next
stage of DOE (Modeling DOE) should consider
5 these factors.

# Factor A (engine size) is the most significant,
and proportional to Y response (+ve direction).

# Factor C (petrol brand) and factor B (plugs type)
are also significant, and they are inversely
proportional to the Y response (—-ve direction).




{3 Step 4 ~ 6

4 | Replicate results (confirmation runs =
repeat experiments with selected setting).

51 Draw practical solutions (list down new
Knowledge gained).

61 Implement solutions.

These steps are recommended for Modeling
DOE (next module)
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f@} Next Steps After Screening

Experiments
® Run Modeling DOE
O Procedures:-
# Planning the experiment ) Similar as the
€ Run the experiment \ procedur_es In
| screening
€ Implement the solutions experiment
>
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{Qﬁ Summary

@® Screening Experiments is performed when
we want to single out important variables out
of many variables.

@It mainly looks for main effects (not
Interactions).

@If there are not so many variables in an
experiment, one can go straight away to
Modeling DOE (and look for interactions).
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fp} (cont) Summary

® What is screening experiments?
® What is it for?

® How to start screening experiment?
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f@} (cont) Summary

® How to use screening experiment to monitor the significant factors?
® What are the precautions when running screening experiment?

® What are the differences between screening experiments and
modeling experiments?
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Discussion 2-1:
Outcome of Screening

Experiments
®What is expected out of
screening experiments?

O Significant factors identified (with large main
Screening effect). These factors are candidates for
Experiments future experiments.

O Non significant factors are also identified.
These factors should be dropped in future
experiments, and should be set to
economical setting as the impact to the
output is almost negligible.

fat
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Discussion 2-2:
Screening Experiments vs.
Modeling DOE

— > Y = AX;+BX,+C
— . : A
—, _Screening More Modeling
—_ Experiments experiments DOE
— |
® Many input factors (normally > 5 ® A few factors (normally <5
variables) variables)
@ Initial experiments ® Done after Screening Experiments
® 2 level experiments (-1, +1) ® 3 levels experiment (-1, 0, +1)
® Focuses on main effects ® Focuses on interaction between
factors, model expression,
optimization
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Discussion 2-3:

X -
*>—e 2 =
. . X
X1 w— . .......... ‘\. i X3 X -/5.
— )

X Screening ||
X3 Experiments
X, =
X =

v

/

Small main effects means a change in the

input variable (-ve = +ve) make very little
change in the Y response. The factors can be ﬂ
ignored.
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DOE for Practitioners

—Screening DOE

B MODELING
DOE

Overviewing

-~ DOE Mixtures



Hint of the Module...

Formulate
anti aging drink ...




i”f’v Process Optimization

@®Process optimization

0 Determining setting of the critical inputs (to get
optimum response).

0 Determining “real” specification limits (by knowing
the mathematical model or expression).

Optimized Optimum{' Mean

: - Variability
setting response
> \
Normally <5 factors { »/ Modeling

- Both
(from Screening DOE) Experiments/
>
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f@v Product Design

@®Product design

O Aids in understanding X's early in the design
process.

O Provides direction for “robust” designs.

Factors to be Designed
controlled product
X4 >
Modeling
X2 g Experiments >
X5 >
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{ i*v Interaction Effects

Ap

@®In modeling experiment we are
Investigating both the main effects and
Interaction between factors.

0 What Is an interaction?

€ The change in response does not solely depend on the
change of one input factor, but it is also depends on the
change of other inputs.
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Example 3-1:

Interaction Effects
Run 222:‘:: Sugar amount | Creamer.Sugar | Y (response)
1 -1 -1 +1 25{
2 -1 +1 -1 35
3 +1 -1 - 1 42
4 +1 +1 +1 50

When Creamer.Sugar at -1,

When Creamer.Sugar at +1,
the effect = (35+42)/2

the effect = (25+50)/2

EffeCt, . pmorsuomr = (25+50)—(35+42) _ 4_[

Y response for }
2

Creamer.Sugar
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f (cont) Example 3-1:
..é Interaction Effects

® Another way to calculate run | Creamer | Sugar Y
interaction effect: amount amount (response)

' 1 1 & -1 25

2 1@ +1 35

3 1O 1 42

4 +1 & +1 50

When Creamer at -1, When Creamer at +1,
Sugar effect = (35-25)/2 Sugar effect = (50-42)/2

(50_42) _(35_25) Y response for
EﬁeCEreameESuga, = 5 =—1 ‘_[ Creamer.Sugar }

Please try calculating Creamer effect when Sugar moves
from -1 to +1. Do you get the same answer?
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Definition of Interaction

@®Interaction means how the input factors
work together to affect the output or
response (the input factors can affect the
response differently at their different levels).

(X1)

.u\i

_Skill F_]
(X3)

DOE For Practitioners 2019

, Skill M|

Main
effects Interaction

Y :Ax1+Bx2+cl:xlx2+K

C magnitude shows how well the

two input factors work together
(whether they like or dislike each
other)
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R
o

2 level 2 factor FF

Run X4 X,
.
1
2 +
22 = 4
3 +
4 + + 23 =
\

Number of runs (2 levels):

=> 2" (n: # of factors)
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8 |

Design Matrix

2 level 3 factor FF

Run X1 X2 X3
1
2 +
3 +
4 + +
5 +
6 + +
7 + +
8 + + +




) The Model

ApY

@In Full Factorial each level of every factor in
the experiment is investigated (all corners in
a box)
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i”fv Purposes of Using Full

Factorial

® To understand the advantages of factorial
experiments.

® To determine how to analyze general factorial
experiments.

® To understand the concept of statistical interaction.
® To analyze two and three factor experiments.

® To use diagnostic techniques to evaluate the
“goodness of fit” of the statistical model.

@ To identify the most important or critical factors in the
experiments.
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oy The Advantages

® More efficient than One-Factor-at-a-Time (OFAT)
experiments.

N
"

® Allows the investigation of the combined effects of
factors (Interactions).

® Covers a wider experimental region than OFAT
studies.

® Identify critical Factors (Inputs).

® More efficient in estimating effects of both input and
noise variables on the output.
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FF vs. OFAT
- Example

Example 3-2: 2 levels with 2 input factors

Decided after run 1~ 2

OFAT 5 Full Factorial
Run Sugar Creamer : Run Sugar Creamer
1 Amount1l | Amount X i 1 Amount1l | Amount1l
2 Amount2 | Amountx || 2 Amount1l | Amount 2
3 <O/ptm>¢\mountl 3 Amount2 | Amount 1
4 Opt Amount | Amount 2 4 Amount 2 | Amount 2
= 4 runs = 4 runs

= 1 replication for each factor level = 2 replications for each factor level

= No information about interaction = Provides some information about
interaction
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What OFAT Misses

- Example

(cont) Example 3-2: 2 levels with 2 input factors

Decided after run 1~ 2

OFAT o
Run Sugar Creamer
1 Amount1l | Amount X i

2 Amount 2 | Amount X "

3 (( opt Amount Damount-g-}-

4 Opt Amount | Amount 2

= Local optimum
(OFAT misses the hll

model optimum )
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Hold Creamer at fixed amount
while testing Sugar at Amount 1
and Amount 2.

.=

Found the best amount of Sugar
=> set as optimum amount.

.=

Hold Sugar at optimum amount;
test Creamer at each amount

v
Found the best amount of
Creamer at the optimum amount
of Sugar



i*v 2 Levels

< Full Factorial
@ Fractional Factorial

® Central Composite \ YC?T
@ Taguchi Lg, Taguchi L,

> @
® 12 run Hadamard / Plackett-Burman J)

® Fold-over Koshal ®

® Nested

® Mixture
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i”fv 3 Levels

®Full Factorial - & _ @
®Taguchi L4 (screening) B’
®Box Behnken —©

| RN
®Central Composite (CCD) o %o
®D-Optimal N |
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Ap

i@? 2 Levels vs. 3 Levels

2 level — 2 factors 3 level — 2 factors
# A B # A B
1 -1 1 -1 1
2 -1 +1 2 -1 0
3 +1 -1 3 -1 +1
4 +1 +1 4 0 -1
5 0 0
Experiment at . o | =
-1 and +1 levels
7 | +1 | -1
8 | +1 | O
9 +1 +1

Experiment at
-1, 0, +1 levels

DOE For Practitioners 2019 Slide 86




"\ The Mechanic Case

A mechanic iIs
Investigating ways to
gain extra mileage in his
driving.
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Finding in Screening DOE

Same route
Same driver ‘

Same care J.

A. Engine size = Significant
B. Plugs type — factors
C. Petrol brand =P 1. Petrol brand
D. Tire pressure = 2. Speed
E. Speed — 3. Tire pressure
F. Temperature =—p
G. Engine oil leve| m——p

All evening driving T ‘[
Fixed petrol station

Always start full tank
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cont) Finding in
Screening DOE

Petrol brand (X;) s

Speed (X)) ==—

Engine oil level (X3) ==

Y =7

(model expression)
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fiié The Steps - Recall

v |1 | Define the problem and the objective.

v [[27] Define the Key Output Variables (quantified Y
metrics, verified by GR&R gage).

v [[37 Set target of Y metrics (centering mean, reduce
variability).

v a7 Select the Key Input Variables (the fixed &
experimental).

Choose the variable levels (Lo-Hi).

Plan how to control noise impact.

N« O« Ul «

Select the Experimental Design.
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Step 5:
Lo-Hi Level Setting

i} 5 | Choose the variable levels (Lo-Hi).

o >
<t The optimum point might
< E 7 be inside the
0 Q o 68 experimented ranges - for
ke | @0 modeling DOE (refining) it
2 N is advisable not to test
8 Ag; / outside previous ranges.

Tire pressure (15 ~ 22)

6 | Plan how to control noise impact.

7 | Select the Experimental Design.
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Step 7:
Design Selection

v | 6 | Plan how to control noise impact. (as in earlier
experiment)

Select the Experimental Design.

Taguchi design allows a mix of 3 levels design
= 2levels and 2 level design (ie. categorical factor)

= 1 categorical factor (petrol brand)

= 2 continuous factors (speed, tire pressure)

u-

Full Factorial
(wt one categorical factor)
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cont) Step 7:
Design Selection

Factor A B C

Row Z Petrol brand Car speed Tire pressure ' 2 Y3 W bar =
1 -1 /0 150 #0 #DMNAOI
2 1 70 220 #O0 H#DMNAOI
3 -1 130 150 #0 #DMAOI
4 -1 130 220 #O0 H#DMNAI
5 1 70 150 #OO #DMAOI
i 1 70 220 #O0 H#DMNAI
7 1 130 150 #OMO  #DMAOI
8 1 130 220 #O10 #DMNAI

Handom Crder=8 7 23 5 851 4
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{ iié The Steps - Recall

1 | Collect data.

2] Analyze data (ANOVA, regression, etc)

3 | Draw statistical conclusions.

4] Replicate results (confirmation runs = repeat
experiments with selective setting).

5] Draw practical solutions (list down new
Knowledge gained).

6 | Implement solutions.
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Step 1:
Run the Experiment

1 | Collect data.

\ 4
2 Factor A B e T S et [ N ——
Row Z Petrol brand | Car speed | Tire pressure 1 ¥l Y2 Y3 I i har ]
Y 1 -1 70 140 | 108 10.96 10.3 | 10 6EERY | 0.344287
3 2 -1 70 220 | 1.8 11.01 11.77 1 1162667 0447695
3 -1 130 160 | 1074 11 1068 | 1080667 | 0170093
4 -1 130 220 I 11.45 11.4 1175 | 11.63333  0.1839297
Y 5 1 70 180 P 11.5 11 I 112  0.264575
4 (i 1 70 220 | 12.05 1222 123 I 1219 0127671
7 1 130 1560 126 11.97 12.45 1234 0.32909
8 1 130 220 I 1278 1275 1266 I 1269 0.112694
e e |
v Fandom Qrder=8 7 2 3 56851 4
5
\ 4
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Step 2-1: Regression
Analysis

2 | Analyze data (ANOVA, regression, etc)

Multiple Regression Analysis Confirm (fOI' the model to
be acceptable):
v
3 Y-hat Model o~ L 1. R-sqrd value > 0.7
Factor Mame  Coeff P2 Tail] Tol E FactcAme Low High Exper Fac : "
Const 935053 0.0000 / D:n 2. AdJ R'Sqrd R'Sq rd
A 4 A Fetrolbrand  -0.05333  0.0468 1 i /.ﬁ. Fetral brand -1 1 0 F'etrnl brand IZIIZIZSEIZI Nnt .‘:'.'.'al| 1 ki
E Carspeed 085667 0L00DD0 1 A E Car speed il 130 00 h
4 C Tire pressure 02747 0.0000 1 C Tire pressure 150 220 155 ﬁ Remove non Slgnlflcant
AE 0047 03685 <€t~
A 0.45500 nnung/1 % Prediction «c factors by deletlng active
BC vz oo 1 = [X] mark (for p-value > 0.1)
BB 04?53}/0 0000 1 ¥ Y-hat 9.35083333 iy I e
Y | e, L S-hat 0.10390159
5 Req 0 03935 Risq 10000
&djFisq '*.,. 0.3907 _‘v' 99% Pradiction Interval AdjRisg Mot Auail
Std Error .IZT1.2.1§ ’ Std Error Mot Ay ail
F 362 0647 Lower Bound 9.03912856 F Mot Auail
SigF 00000 Upper Bound 9.6625381 SigF Mt Avail
v
6 Source 55 dFf M5 Source 55 dFf M5
Regression 363 T h2 Regression oo T oo
Error 0.z 16 0.0 Error 0.0 0 Mok Ayail
Total 365 23 Total 0.0 7
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cont) Step 2-1:
Regression Analysis

2 | Analyze data (ANOVA, regression, etc)

Multiple Regression Analysis  Repeat regression analysis after
removing non significant factors
A 4
¥-hat Model
3 e
Factor Mame Coeff P[2 Tail] Tol E Factor Name Low High Exper
Cionst 935082 00000
A B Fetrol brand  -0.05333  0.0404 1 * B Fetrol brand -1 1 0
4 B Carzpeed  0.95BE7  DL0DDD 1 b B Car zpeed 70 130 100
C Tire pressure 027417 00000 1 b C Tire pressure 150 220 185
AL 045500 00000 21 K
EC 029000  0.0000 1 X Prediction
AEC 047623 00000 1 X
v Y-hat 9.35083333
5 Fisq 09935 Std Error 011777762
AdjR=g 08913
Std Errar 01178 299% Prediction Interval
F 435 6437
SigF 00000 Lower Bound 8.99750046
v Upper Bound 9.7041662
6 Source 55 df M5
Regression 363 E Bl
Error 0.2 17 0.0
Total 265 23

DOE For Practitioners 2019 Slide 97



Step 2-2:

Interaction Study
2 | Analyze data (interaction analysis)

Interaction Plot of Car speed vs Tire pressure
Constants: Petrol brand = -1

3 12
4 :
£ ° The non-parallel lines show Tire pressure
.:.—; ¢ ,. interacts with Car speed differently at different
level (when tire pressure is at 150 unit, speeding nearly has
7 no effect to petrol consumption!!)
A 4 0 I I I I I I I I I I
Hl| TH az ag 94 100 106 112 118 124 130
6 Car speed

—— 150 —m— 220
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cont) Step 2-2:

Interaction Study
2 | Analyze data (interaction analysis)

Interaction Plot of Car speed vs Tire pressure
Constants: Petrol brand =1

A 4 17 —
3

10 %./J/k"
4 F e‘f/fﬂ'/‘ﬂ

0T The parallel lines show there is no

é o€ interaction between Tire pressure &

N Car speed

1] f f f f . f f . . !
Y o Fils] a2 g8 84 100 106 112 118 124 130
6 Car speed
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Step 2-3:
Contour Plot

2 | Analyze data (contour plot analysis)

Contour Plot of Car speed vs Tire pressure

Constants: Petrol brand = -1
v Preferred

1 - 220
3 | region ~
213
v
4 - 206
o11-12 L 105
ma-11
@754 192
WE-7.5
04.5-6 185Tire pressure
Y 0345 5
E; w153
mi-15 171
— 164
v 147
6 150
0 78 82 83 84 100 1068 112 118 124 130

Car speed
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cont) Step 2-3:
Contour Plot

L2 | Analyze data (contour plot analysis)

Contour Plot of Car speed vs Tire pressure
Constants: Petrol brand = 1
v Preferred .
region g
A 4 - 206
4 o11-12 109
w511
o759 192
WE-75 ]
B 456 185 Tire pressure
Y O3-4.45 178
5 |53
an-1.4a 171
164
1897
\4
6 150

7076 B2 88 04 100 1068 112 118 124 130
Car speed
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Step 2-4:
Surface Plot

2 | Analyze data (Surface plot)

Surface Plot of Car speed vs Tire pressure
Constants: Petrol brand = -1
\ 4
12
\ 4
4 10
oi0-12
w ma-10
2 8 OE-8
= O4-6
A 4 § B w4
% mo-2
5 o
x4
9 213
192
A 4 Tire pressure
6 076 g3
%84 100 105 45
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(cont) Step 2-4:
Surface Plot

2 | Analyze data (Surface plot)

Surface Plot of Car speed vs Tire pressure
Constants: Petrol brand = 1
\ 4
\ 4
o10-12
5 W10
; Ok6-8
[ 1]
v g 046
=]
5 % -4
& oo-2
214
\4
6 Tire pressure

Car speed 118 124 130
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Step 3:
Statistical Conclusions

Y-hat Pareto of Coeffs

3 | Draw statistical conclusions.

4
'j', Petrol brand (X;) syt

02
01
Car spead ABC AC BC Tire pressure Petrol brand
T Effect Name A

Car speed - the
most significant
factor

Speed (X;) m—tjp

Tire pressure (X;) sy

Petrol brand does
not matter much

”

Y =935-0.05X, +0.96X, +0.27X, +0.46 X, X, +0.29X, X, —0.48X, X, X,
(model expression)
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Step 4:

Confirmation Runs

Replicate results (confirmation runs = repeat
experiments with selective setting).

Optimized setting

Confirmation setting

DOE For Practitioners 2019

Slide 105

Factor Name Low High Exper Factor Mame Low High Exper
5, Fetrol brand -1 1 1 A, Fetrol brand -1 1 1
B Zar speed 70 120 T B Car speed il 130 an
C Tire pressure 150 220 150 C Tire pressure 150 2210 130

Prediction
¥-hat 9.09162698
Std Error 0. 11777762
99%_ I:I;qq.ir;ﬁan interyal, ..
. ““ v...
¢ Lower Bound B.73829411 .
—b
iBG range (eStI mated) ‘,. Upper Bound 9.44495986 ’0'
..'.. 2% **




cont) Step 4:
Confirmation Runs

4 | Replicate results (confirmation runs = repeat
experiments with selective setting).

A4 Contour Plot of Car speed vs Tire pressure
5 Constants: Petrol brand =1

Confirmation setting

Factor Name Low High Exper

B, Fetrol brand -1 1 1
E Car speed T 130 a0
Z Tire pressure 150 220 130

70 Y6 B2 88 B4 100 106 112 118 124 130
Car speed
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cont) Step 4:

Confirmation Runs

4 | Replicate results (confirmation runs = repeat
experiments with selective setting).

5 Confirmation runs should be run in
Broad Inference space
| Is it acceptable?
v 9.19 9.32
6 9.10 9.23 Cpk Analysis Process Capability Analysis
' ' Of Confirmation Runs
8.96 9.03
9.03 8.93 Upper Spec Limit 9.44

8.98 Lower Spec Limit 8.73

Mean 9.0909
Standard Deviation | 0128997373
Sigma Capability [ 4.011946252
Cpk 0.9021
Cp 0.9173
Defects Per Million 5976

DOE For Practitioners 2019 Slide 107



i@fv Inference Space

® Narrow (for experiment)  © Broad (for confirmation

o 1 lot of material run)
o 1 day O Several lots
o0 1 machine O Several months
O 1 operator O Five machines
o 1 supplier O Many operators
O Several sources
Initial studies are done Broad inference studies are
under narrow inference to used to verify results of the
control noise variables narrow Iinference studies
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Step 5:
Practical Solution

5 | Draw practical solutions (list down new
knowledge gained).

6 Contour Plot of Car speed vs Tire pressure O ptl m IZEd Settl N g

Constants: Petrol brand = -1

220

Contour Plot of Car speed vs Tire pressure 1 . Use Ce” brand petrol

Constants: Petrol brand =1

111111

220

2. Drive at 90 km/hr

r206

3. Maintain tire pressure

R at 190 kPA

178

111111

70 76 62 88 94 |
oo-1.5
Car

171

164

157

150
7078 B2 BB B4 100 106 112 118 124 130

Car speed
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(cont) Step 5:

Practical Solution

5 | Draw practical solutions (list down new
knowledge gained).

6 Economical setting
1. Drive small cc car A
2. Fill petrol in at non- _
busy hour Information from
3. Maintain engine oil at > earlier experiment,
‘Hi' mark and passed knowledge

4. Use normal spark
plugs J
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Step 6:
Implementation

6 | Implement solutions.

Most economical driving!!

SOP
1. Cell petrol only
2. 90 km/hr only

3. Tire pressure: 190
kPA

.
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i”fv Next Steps After Modeling

Experiment

@ Maintain optimum setting and handling
method learned in Modeling Experiments by:

© Control charts . Gather more knew knowledge while

o0 SOPs implementing new solutions

® Expand the new knowledge implemented to
other operation areas (rerun DOE only when
It IS necessary).
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f@v Validating Experiments

Ap

® Notes on internal validity

® Randomization of experimental runs “spreads” the noise
across the experiment

@ Holding noise variables constant eliminates the effect of that
variable (but it limits broad inferences)

® Notes on external validity
® Include samples that represent

€ Supplier variability
& Different operation (shifts, days, section, products)

€ Different product lot
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i@? Reason if not Conforming

NG

Revisit CEDAC —
study missing items

Confirmation
Run

Practical solution

Catapult
Possibilities: sh f)otlng
= Some important factors are
left out

= Too much noise
= Inappropriate level selection

= Inappropriate range selection
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A

About Fractional Factorial

@®Use In Screening experiments.
@ Simplified from Full Factorial.
®Designed for main effect analysis.

®Not recommended for interaction analysis.
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{3 Number of Runs in Full

Factorial
® Consider a Full Factorial matrix (2 levels)

N
"

2 factors 3 factors 5 factors
# | Sugar | Creamer # | Sugar | Creamer | Coffee #| S C — W
1 1 o o
2 + 2 + o - - +
3 + 3 + 3| - | - |
4 + + 4 + + s - | - | +
22 => 4 runs 5 + 51 - | - |
6 + - + 6 +
7 + + N
As number of factors 8 + + + 8 +
increases, number of 23 => g runs o
runs rapidly increases 25 =>32runs — 2| + | + | '
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{??} Full Factorial vs. Fractional

Factorial
® Consider 2 levels — 5 factors experiment

o Full Factorial: # of runs = 2° = 32 runs

O Fractional Factorial:
€ 4 Fraction: %2 25 = 251 = 24 = 16 runs (instead of 32 runs)
€ Y. Fraction: Y425 =% x % 25=252=23=8 runs
4
4
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i@? Derivation Method from a
Full Factorial

@® Consider a 2 levels — 3 factors Full Factorial
experiment:

Addltlor)al factor norma_\IIy plac_ed at ... »| Factor D
the highest order of interaction
—_————n
A B C AXB AXC BXC | AXBXC |,
-1 -1 -1 1 1 1 | -1
1 -1 -1 -1 -1 1 | 1 :
-1 1 -1 -1 1 1 1 |
1 1 -1 1 -1 1 -1
K K i 1 K a4, 1|
1 A 1 A 1 a .| 1 |
-1 1 1 -1 -1 1 | 1 |
1 1 1 1 1 1 1 I
| S———— |

When column ABC interaction is replaced with Factor D, the
ABC is aliasing with D. ABC interaction can no longer be

estimated.
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{??} Examples of New Derived
Design Matrix

® A new 2 levels — 4 factors Half Fraction (241 = 23)
experiment:

o Y I PN T PN T PN
RPIP|~|lRPIP]~]~]E
Ll Lol Lol Lol FERY IR R IR H@)
ol P PN T PN T T N )
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cont) Examples of New

(o

Derived Design Matrix

® Consider a 2 levels — 5 factors experiment

Qtr Factorial

Half Factorial

Full Factorial

i
— — — —
i 7 — - 7 7 — — 7
LLl
2
— — — —
N 7 7 - — — — 7 7
(a)
— — — —
O+ |F | |F|F|F|7|F
— — — —
o | + i B BN s +
— — — —
< ||| F|F|F|TF
~ N o < wn © M~ (o)
[a)
3
I e | - | e -~
A + - - + - + + - 1_. + + - + - - +
11
LLl
I e e e e e e -~
o - + - + - + - + 1_. + - + - + - +
— — — — — — — — - - — — - - — —
O + | + + |+ + | + + | +
Al Al =~ Al A ]| =]+
o || FFIF]IF]T]ATF]IFIFT
Al Al Al A A ] 9] A =
< Sl FIFFIFIFIFFIF
— |||t |w]|]lo|~]lo|lo|2||d|I2IT|R|EL
Ww = — T — T — T v Ty v Tfu v T, v Y7 v v Ty o TP o Th o Tp o Tr o T o T
oao—~————="=" — — 7T T — — T T — — T YT — — T T — — T T — — T & — —
Lo T T T T — T T T T — — — T T T T o — — — h T o — o —
MmMm=— " % & & 7T T v— v~ v~ v~ v v — — Y, & Yk Y} v, Y, tp Yp e e o o o o —
L= A= e e e e e R i o Sl el T e i S
L]
um;zx4ysrxxmynmummymmmﬂmmyﬁxﬁmmmﬂr
[T
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oy What is Aliasing?

® Two factor effects (ie ABC & D) that are represented
by the same comparison (column ABC & column D are
the same) are aliases to one another.

@® Two effects that are aliases of one another are

confounded (confused) with one another.
’—> ABC D ‘ \

-1 I:I I:I | > -1
3way 1 1 4 factor
interaction 1 Calculation and 1 column in

columniin 1 estimation of ABC 1 _—

Full : ; : 1 Fraction
Factorial ! Interaction I_S no 1 (4 factors)

(3 factors) 1 longer possible '1

. ]

q 1
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i”ié The Cost of Reducing Runs

®BY using reduced runs in Half Fraction (or
other Fractional Fraction), we loose
Information of higher order interaction.

Is it okay to loose higher order
interaction?

“g°
. J
Study design Resolution
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o) Resolution

ApY

® Resolution Ill Designs:

O No main effects are aliased with other Main Effects. Main
Effects aliased with two-factor interactions.

® Resolution IV Designs

0 No Main Effect aliased with other Main Effects or with two-factor
Interactions.

0 Two-factor interactions aliased with other two-factor
interactions.

® Resolution V Designs

O Main Effects okay, Two-factor interactions aliased with 3-
factor interactions
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i”fv Selecting Design -
Example

Example 3

@ Identify type of experiment: 2 level — 5 factors
Screening experiment

® Choose number of runs. Say we choose to run 8
trials only — 8 run trial comes from 3 factors Full
Factorial (5 factors Full Factorial requires 32 runs).

A B C AB AC BC ABC 3 fa CtO rs
Full Factorial
Fractional
A B C D=AB E=AC BC ABC .
Factorial
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i”?v (cont) Selecting Design -
Example

Fractional
A B C D=AB E=AC BC ABC i
Factorial

® Factor D aliases with AB interactions; Factor E aliases
with AC interaction (we loose information on AB & AC
Interactions — this normally is not a problem in

Screening experiment as we are mainly looking for
main effects).
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i@? (cont) Selecting Design -
Example

® Y4 Fractional matrix for the experiment

A B C D=AB E=AC
1 -1 -1 -1 +1 +1
2 -1 -1 -1 +1 +1
3 -1 -1 +1 +1 -1
4 -1 -1 +1 +1 -1
5 -1 +1 -1 -1 -1
6 -1 +1 -1 -1 -1
7 1 +1 +1 -1 +1
8 -1 +1 +1 -1 +1

This is a Resolution Il design.

® No main effects are aliases with other Main Effects. Main
Effects aliases with two-factor interactions.
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foy Notes on Fractional

ApY
Factorial
® Advantages of Fractional Factorial

o If the higher order interactions (ABCD, ABC, ABD,
BCD ...) are assumed negligible, a fraction of the full
factorial can still give good estimates of low-order
Interactions.

® Disadvantages of Fraction Factorial

O Loose information about interaction of higher order.

® Fractional Factorial is normally used at
Screening experiments (at early stage of
Improvement project).
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{Q Summary

® Steps in Modeling design

( . ) Repeat as 5
Screening needed |Delta |>s,,, "
A4 Yes
P —
\_I% Lock critical <Expansion>
factor
SOP
\_T Ex "ert Monitor
Regress o tir|:1)1izer results by
Assign 7Y P control chart
tasks Good
Data » insignificant analysis
gathering factors
Yes
' ves | Convert to
Regress Result valid? practical
solution
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(cont) Summary

® Objective of modeling DOE
O Process optimization
O Interaction study

O Model expression

&

In Full Factorial design, all corners (of a box) are investigated.

® OFAT may find the local optimum, but most likely to miss the model
optimum.

® Fractional Factorial has the advantage of having reduced number of
runs and still comes out with a good estimation.

® Resolution describes the aliasing of factors with other columns (ie
with 2way, 3way interaction).
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fp} (cont) Summary

® What is modeling experiments?
® What is it for?

® How to start modeling experiment?
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f@} (cont) Summary

® How to use modeling experiment to model the significant factors?
® What are the precautions when running modeling experiment?

® What are the differences between screening experiments and
modeling experiments?
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Discussion Y1.
Outcome of Modeling
Experiments

O Identification of main effects (magnitude of

each factors effect).
Modeling

Experiments O Identification of interaction (how the factors

work to affect the response).

O The model expression (the equation of Y =

)

O Optimization (the main purpose of
Modeling Experiments)

O Confirmation runs (to test new finding)
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Discussion Y2:
Advantages of Fractional
Factorial

® Can test many factors with small number of runs
(reduced runs), and still can analyze the main factors
effect effectively.

# A B C | D=AB | E=AC | BC | ABC

1 1 1 1

2 -1 -1 +1 +1 +1 Va Fraction (5

3 -1 +1 1 +1 1 factors for only
4 1 +1 +1 1 1 8 runs)

5 +1 1 1 +1 1

6 +1 1 +1 1 1

7 +1 +1 1 1 +1 ﬂ
8 +1 +1 +1 +1 +1
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' Discussion Y3:
Calculation of Runs in Full

Factorial
2 levels 3 levels
@ Number of runs @ Number of runs
0 = 2" (n: # of factors) 0 = 3" (n: # of factors)
® Example ® Example
O n: 3; Trials =23=8runs 0 n: 3; Trials =33 =27 runs

fat
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DOE for Practitioners

— Screening DOE

— Modeling DOE

B OVERVIEWING
DOE MIXTURES



f{?} Hint of the Module...

Awesomell




Grinding
Speed

Grinding
Time

Scenario of DOE Mixtures

X Input

Wetting
Agent

Dispersant

Extender

Coloured
Pigment

DOE For Practitioners 2019

Milling/

Dispersing

Y Output

-

The ingredients are
changing ratio-based,
and the process
condition changes too

/

Slide 137

Fineness

Mill Base KU

-

Finished KU

Specific
Gravity

-

Colour Tone -QS ’D_E)
\

Rub Out }




{Q Different Types of DOE

Mixtures

Types Response depends on ... Example
Mixture the relative proportions of the | the taste of lemonade depends
components only only on the proportions of

lemon juice, sugar, and water

Mixture the relative proportions of the | the yield of a crop depends
Amount components, and the amount | on the proportions of the
of the mixture insecticide ingredients and the
amount of the insecticide applied
Mixture — | the relative proportions of the | the taste of a cake depends on
Process components and process the cooking time and cooking
variable variables. Process variables temperature, and the proportions

are factors that are not part of | of cake mix ingredients
the mixture but may affect the
blending properties of

the mixture
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iijiv Mixture Design 1, 2:
Simplex Centroid & Simplex

Simplex centroid and simplex lattice designs I'attlce
Mixture designs in which the design points are arranged in a
uniform manner (or lattice) over an L-simplex. An L-simplex

is similar to and has sides parallel to the triangle shown

below:

(1, 0, 0)

Simplex

X1, X2, X3 Design

Centroid X2 Matrix X3

(0, 1, 0) (0, 0, 1)

For both simplex centroid and simplex lattice designs, you
can add points to the interior of the design space. These

points provide information on the interior of the response
surface, thereby, improving coverage of the design space.
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{@3’% Mixture Design 3:

Extreme Vertices

Extreme vertices designs
Mixture designs that cover only a subportion or smaller space

within the simplex. These designs must be used when your
chosen design space is not an L-simplex. The presence of both
lower and upper bound constraints on the components often
create this condition. For example, you need to determine the
proportions of flour, milk, baking powder, eggs, and oil in a
pancake mix that would produce an optimal product based on
taste. Because previous experimentation suggests that a mix
that does not contain all of the ingredients or has too much
baking powder will not meet the taste requirements, you decide
to constrain the design by setting lower bounds and upper
bounds.
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i”ié (cont) Mixture Design 3:

Extreme Vertices

The goal of an extreme vertices design is to choose design
points that adequately cover the design space. The illustration
below shows the extreme vertices for two three-component
designs with both upper and lower constraints:

Example 1 Example 2
X1

Extreme
X1, X2, X3

Vertices

X2 X3
The light grey lines represent the lower and upper bound
constraints on the components. The dark grey area represents
the design space. The points are placed at the extreme vertices
of design space.
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ApY

for NP Case - Colorant

Number of Boundaries for Each Dimension

Point Type 1 2 3 4 5 6
Dimension i 1 2 3 4 5
Number 7T 21 35 35 21 7

= MmO

Number of Design Points for Each Type

Foint Type l1 2 3 4 5 & 7 0 -1
Distinct 7T 00 0 0 0 01 7
Feplicates l o o o o0 0o o 1 1
Total mumber 7 0 0O O 0O 0O 0 1 7
Eounds of Mixture Componehts
Amount Proportion Pzeudoconponent
Comp Lower Tpper Lower Tpper Lower Tpper -
A 0.0o0o0  1.0000 O.0000 1.0000 0.0000 1.0000 O I t t
B 0.0o0o0  1.0000 O.0000 1.0000 0.0000 1.0000 n y one Cons ra’n
C 0.0o0oo0  1.0000 O.0000 1.0000 0.0000 1.0000 - gmm
I o.0o000  1.0000 O.0000 1.0000 0.0000 1.0000 SpEC’f'ed
E 0.0o000  1.0000 0O.0000 1.0000 0Q.0000 1.0000
F 0.0o0o0  1.0000 O.0000 1.0000 0.0000 1.0000
z 0.0o00o0  1.0000 O.0000 1.0000 0.0000 1.0000
Linear Constraints of Mixture Components
Constraint Lower iy E C D E F = Tpper
1 3.0000 1.0000 &.0000 Z.0000 S5.0000 G6.0000 &.0000 50,0000 %%
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., Combination for the
Colorant Screening Experiment

StdOrder RunOrder, PtType Blocks Wetting 1 Wetting 2 Dispersing 1 Dispersing 2|Dispersing 3 Extender 1 Pigment 1

1 1 1 1 000000 000000 000000 0.00000 0.00000 0.00000 ) 1.00000
2 2 1 1 1.00000  0.00000 0.00000 0.00000 0.00000 0.00000 ) 0.00000
3 3 1 1 0.00000  1.00000 0.00000 0.00000 0.00000 0.00000 ) 0.00000
4 4 1 1 0.00000  0.00000 1.00000 0.00000 0.00000 0.00000 ) 0.00000
5 5 1 1 0.00000  0.00000 0.00000 1.00000 0.00000 0.00000 ) 0.00000
b B 1 1 0.00000 0.00000 0.00000 0.00000 1.00000 0.00000 ) 0.00000
7 7 1 1 0.00000  0.00000 0.00000 0.00000 0.00000 1.00000 0.00000
g g 0 1 014286 014286 0.14256 0.14.286 0.14286 0142861  0.14286
9 g -1 1 007143 007143 0.07143 0.07143 0.07143 007143 057143
10 10 -1 1 0587143 007143 0.07143 0.07143 0.07143 007143 0.07143
11 11 -1 1 007143 057143 0.07143 0.07143 0.07143 007143 0.07143
12 12 -1 1 007143 007143 0.57143 0.07143 0.07143 007143 0.07143
13 13 -1 1 007143 007143 0.07143 0.57143 0.07143 007143 0.07143
14 14 -1 1 007143 007143 0.07143 0.07143 0.57143 007143 0.07143
15 15 -1 1 007143 007143 0.07143 0.07143 0.07143 057143 0.07143

DOE For Practitioners 2019 Slide 143




Design Table

0

0
0
0
0
0
o
o
o
o
0
Q
Q
Q
0
0
0.
0
0
0
0
o
o
o
0
0
Q
Q
0
0
o
0
0

(randomi zed)
A B c o E
225000 0.300000 0.050000 0.100000 0.125000
.437500 0.300000 0©.050000 0.112500 0.100000
.429687 0.329687 0.031250 0.1046B8 0.104688
.450000 0.300000 0.025000 0.125000 0.100000
.425000 0.300000 0.025000 0.125000 0.125000
.425000 0.325000 0.025000 0.125000 0.100000
.462500 0.300000 0.037500 0.100000 0.100000
425000 0.300000 0.025000 0.150000 0.100000
425000 0.312500 0.050000 0.100000 0.112500
425000 0.337500 0.037500 0.100000 0.100000
429687 0.30468B8 0.043750 0.117188 0.104688
425000 0.300000 0.050000 0.112500 0.112500
.429687 0.304688 0.031250 0.104688 0.129688
450000 0.325000 0.025000 0.100000 0.100000
225000 0.312500 0.050000 0.112500 0.100000
.437500 0.312500 0.050000 0.100000 0.100000 Cox Response Trace Plot
429687 0.3046BE 0.031250 0.129688 0.104688 ;
.434375 0.309375 0.037500 0.109375 0.109375 £ N Comp-RefBlend
.454687 0.304688 0.031250 0.104688 0.104688 ~ —— Neroli 03333
.425000 0.325000 0.050000 0.100000 0.100000 — — Rose 03333
.437500 0.300000 0.050000 0.100000 0.112500 g L - -~ Tangerine 0.3333
425000 0.300000 0.050000 0.125000 0.100000 ]
.425000 0.300000 0.037500 0.137500 0.100000 o
425000 0.300000 0.037500 0.100000 0.137500 g 70
.425000 0.300000 0©.025000 0.100000 0.150000
.429687 0.30468B8 0.043750 0.1046E3 0.117188 E
425000 0.325000 0.025000 0.100000 0.125000 = &5
442187 0.304688 0.043750 0.104688 0.104688
.229687 0.317188 0.043750 0.104688 0.104688
.475000 0.300000 0.025000 0.100000 0.100000 60
.450000 0.300000 0.050000 0.100000 0.100000 .
425000 0.350000 0.025000 0.100000 0.100000 4% QX 00 00X 0% 0B
.450000 0.300000 0.025000 0.100000 0.125000 deviation from reference blend in proportion

Creating a
response
trace plot

Create design
space

Fitting a model

Regression for Mixtures: Acceptance versus Neroli, Rose, Tangerine

Estimated Regression Coefficients for Acceptance (component proportions)

Term Coef SE Coef T P VIF
Neroli 5.856 0.4728 * * 1.964
Rose 7.141 0.4728 * * 1.984
Tangerine 7.448  0.4728 = % 1.964
Neroli*Rose 1.785 2.1791 0.82 0.456 1.%82
Mercli*Tangerine  §.090 2.1791 2.34 0.080 1.982
Rose*Tangerine -1.941 2.1791 -0.89 0.423 1.982

S = 0.430234
R-5g = 73.84%

PRESS = 11.439%

R-Sg(pred) = 0.00% ER-Sg(adj) = 41.14%

Znalysis of Variance for ACCeprance (CONDONEnt proportions)

Source DF Seq S5 Adj SS Adj MS F P
Regression 5 2.71329 2.71329 0.54266 2.26 0.225
Linear 2 1.04563 1.56873 0.78437 3.26 0.144
Quadratic 3 1.66766 1.66766 0.55589 2,31 0.218
Neroli*Rose 1 0.15963 0.16309 0.16303 0.68 0.456
Neroli*Tangerin 1 1.31728 1.31109 1.31109 5.46 0.0
Rose*Tangerin 1 0.18075 0.18075 0.18075 0.79 0.423
Residual Error 4 0.96132 0.96132 0.24033
Total 9 3.67461
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Creating a
contour plot &
a surface plot

Mixture Contour Plot of Acceptance

(component amounts)
Neroli
1

Acceptance

< 60

60 -65

Wes -70

W70 -75

W75 -80

| | > 80

1

Rose Tangerine



MODULE OBJECTIVES DELIVERED..

Can I take
your last order Sir?
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‘i@? Appendix: List of Training Aids in

ApY
@
DOE - Modeling
Training : Training :
Aids Title Aids Title
Example 1 Interaction Effects

Example 2-1 | FF vs. OFAT

Example 2-2 | What OFAT misses

Case Study 1 | The Mechanic Case




